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Pushpak Karnick, Student Member, IEEE, David Cline, Stefan Jeschke,

Anshuman Razdan, Member, IEEE, and Peter Wonka, Member, IEEE,

Abstract—We present a method designed to address some limitations of typical route map displays of driving directions. The main

goal of our system is to generate a printable version of a route map that shows the overview and detail views of the route within a single,

consistent visual frame. Our proposed visualization provides a more intuitive spatial context than a simple list of turns. We present a

novel multi-focus technique to achieve this goal, where the foci are defined by points-of-interest (POI) along the route. A detail lens

that encapsulates the POI at a finer geospatial scale is created for each focus. The lenses are laid out on the map to avoid occlusion

with the route and each other, and to optimally utilize the free space around the route. We define a set of layout metrics to evaluate

the quality of a lens layout for a given route map visualization. We compare standard lens layout methods to our proposed method and

demonstrate the effectiveness of our method in generating aesthetically pleasing layouts. Finally, we perform a user study to evaluate

the effectiveness of our layout choices.

Index Terms—Route Visualization, Map Visualization, Overview and Detail Techniques
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1 INTRODUCTION

A route map is a special purpose map that displays a travel

path along with directions for following it (see Fig. 1).

The path itself may describe a simple cross-town trip or a

journey spanning multiple countries. Numerous systems exist

that can provide turn by turn directions for following a route.

These can roughly be divided into two categories: those that

provide a real-time animated view of the path during travel,

and those that create static route maps. This paper addresses

the problem of creating static route maps suitable for print

media.

Typically, a route map provides an overview of the complete

route along with textual directions for following it. This type of

route map is fairly effective, but not necessarily ideal. Consider

the scenario of a traveler printing a route map before starting a

trip. It is unlikely that the traveler will be willing to memorize

(or even read) the route directions before starting the trip. At

the same time, the directions will be difficult to read while

driving. This is partly because a list of textual directions

contains few visual cues and the traveler must scan the list

visually to find the current location and its corresponding

directions for every such query.

In this paper we address the route map problem by providing
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detail lenses along the route that mirror the information

contained in the textual directions. We start with a typical

route visualization that shows a high level map view of the

route along with driving directions in a second window. To

this we add path highlighting and detail lenses for points

of interest (POI) along the path. These detail views provide

a local context for each decision that must be made while

navigating a route. In other words, the spatial layout of the

lenses on the page provides a natural visual indexing system

for the route directions.

The main contributions of this paper are:

• A web-based automated system for generation and layout

of detail lenses over a route map.

• A two-step optimization algorithm for placing the detail

lenses on the map with the help of extensible layout

metrics.

We demonstrate with the results of a user study that our

layout strategy produces aesthetically pleasing and visually

coherent lens layouts that have less visual clutter than other

layout strategies, and that it forms an effective means of route

visualization. In the user study, we evaluate our design choices,

as well as compare our method with related method of inset

placement on maps.

2 RELATED WORK

Route Maps are one of the most common forms of geospatial

data in use [5]. Route visualization is related to a number of

topics, including cartographic methods for map labeling, hu-

man cognition, overview+detail methods, and route mapping.

This section describes related work in these areas.

The problem of placing detail lenses on a map can be

thought of as a special case of map labeling. General map

labeling attempts to place a number of feature labels on a

static map while avoiding overlap and adhering to prescribed

aesthetic criteria (see [18], [17], [4], [15], [19] for details).
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Because of the computational difficulty of optimal label place-

ment in the general case, most approaches use heuristics such

as simulated annealing and gradient descent [14], [15].

Although the output of our method is a static route map, our

work is related to a number of interactive labeling algorithms.

Daiches and Yap [8] address the problem of placing labels on

a pannable and zoomable map. The method works by creating

static label placements and assigning priorities to each of the

labels. During interaction, the labels are displayed in order

according to priority, omitting labels that overlap with labels

of higher priority.

Other interactive labeling systems attempt to handle more

complicated changes than panning and zooming. Götzelmann,

Hartmann, and Strothotte [25] present a real-time algorithm to

place both internal and external labels on 3D visualizations.

Their system uses several heuristics with adjustable weights

to control the layout, employing special “layout agents” to

optimize the layout and maintain coherence between frames.

Fekete and Pliasant [16] generate dynamic “excentric la-

bels” for objects within a user-specified neighborhood. The

dynamic labels allow the user to inspect the contents of a small

neighborhood without zooming in to it, making interaction

more efficient.

Bekos and Kaufmann [9] explore the concept of boundary

labels, in which labels are placed around a rectangle con-

taining points of interest, and the POIs are associated with

their respective labels via connecting lines called leaders. This

is similar in many ways to our approach, but we consider

metrics specific to route map visualization when computing

lens layouts.

Also of interest in the context of route visualization is the

use of mobile devices such as PDAs and cell phones to display

location-specific information [12], [23] and study navigation

patterns [13]. These methods serve as a good starting point

for our application. Our implementation is web-based, and

hence could be ported to handheld devices that support web

browsers by incorporating interaction behaviors as suggested

in the above papers.

Our proposed approach of providing detail lenses over an

overview map is most closely related to the problems of inset

placement on maps [11], [22], [7]. While the high-level goal

of our proposed approach and the above methods is similar -

displaying overview and detail data over a geospatial domain

- there are significant differences in the type of data that

we propose to work on. The existing approaches are geared

towards determining what portions of the map can be better

described with a detail view. There may be one or more

detailed insets on a single map; however, the individual inset

regions may not have an explicit relationship with one another.

The placement of these insets is defined by the boundaries of

the Regions-of-interest (ROIs) that they are enclosed in. In

our case, the entire route is the ROI, marked with specially

designated points (POIs) along the route. Detail lenses have

to be created for every POI without respect to the POI

density in their vicinity. The detail lenses cannot be placed

in an arbitrary manner since the POIs have a strict temporal

ordering. Thus, detail lenses of nearby POIs should also have

the corresponding proximity to one another.

Fig. 1: A route map with detail lenses created using our system.

There is a wealth of previous work for the evaluation

of verbal directions and non-verbal symbols in the case of

navigation or route maps. The seminal work by Allen [6]

defines in detail the subprocesses involved in transfer of

route directions between individuals, and their constituent

elements (landmarks, segments/pathways, choice points/turns).

Lovelace et al. [21] perform a qualitative assessment of route

directions using the standard elements mentioned above. Tver-

sky and Lee [26] compare descriptions and compact depictions

of route directions with the help of a standardized ‘toolkit’ of

common phrases and their corresponding pictorial representa-

tions. Their study finds semantic commonalities between route

directions that describe a particular route, and corresponding

route maps, which show an imprecise sketch of the same route

pictorially. Recently, Klippel and Montello [20] explored the

conceptualization of route directions employing linguistic as

well as non-linguistic categorization.

Agarwala [3], [2] creates route maps that are similar to those

that might be drawn by a human. The route is distorted and

simplified to highlight important features and make the route

map more readable. Our work shares many of the same goals,

but we avoid distortion and attempt to provide more near-route

context.

Recently, Google Maps (maps.google.com) has also started

including detail lens views for the printable version of their

maps. However, these views are placed next to the textual

direction list, and further increase the number of pages to be

printed. Also, in some cases (for example, a map from Boston,

MA to Philadelphia, PA) the source and destination are not

visible in the overview at all. Our method addresses both issues

by rescaling the map such that it is always visible, and placing

the lenses on the same page(s) as the route overview.

3 SYSTEM OVERVIEW

Our route visualization system provides route navigation de-

tails in the form of a route map augmented with detail lenses

for points of interest along the route path. Inputs to the system

include a base map at multiple geospatial scales, a polyline
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route that the travelever wants to follow and points of interest

(POI) along the route with textual directions or other metadata

for each POI (see Fig. 2). In our prototype, the POIs and their

associated metadata are provided by Google Maps as part of

their route directions.

Given the inputs for a route, the layout engine creates detail

lenses for the POIs and places them around the route as

navigation aids. Lenses include a close-up of the decision

context, along with an abbreviated version of the textual

directions. We place the lenses on the map border based on

layout metrics that encourage visual continuity between the

route and the lenses. The layout metrics include terms for the

distance between the POIs and the lenses as well as the relative

position of the lenses. This allows our system to produce

layouts designed specifically for route visualization rather than

simply adopting standard map labeling norms.

Our layout algorithm proceeds in two phases. The first phase

computes an optimal discrete layout using a backtracking

approach. This is followed by a relaxation step that refines

the discrete layout further to produce a continuous layout.

33.10 -125.3

-123.8

-121.0

Textual Directions

Head north on 1st Ave

Continue on 2nd St.

Right at Columbus St.

Lat Lng

33.11

32.02

Route with POI’s POI metadataBase map

Route map with detail lenses

Create detail lenses

Compute initial

discrete layout

Refine layout 

by relaxation

Fig. 2: Schematic view of our system. Inputs include a base map, a
route path, and POIs along the route with textual directions and other
metadata for each POI. The output is a route map with detail lenses
around the map border.

4 DETAIL LENS DESIGN

This section describes the design of individual detail lenses

while the following sections discuss how multiple lenses

are placed. The basic function of the detail lenses is to

provide the same information as the textual directions, while

adding supplementary visual context for decisions made along

the route. Ideally, the user should be able to recognize the

information provided in a lens at a glance; thus, one goal is

to provide sufficient information on the lenses to describe the

POIs without any ambiguity.

As shown in Fig. 3, each lens in our system corresponds

to a single POI, or direction in the instruction list. This

design allows us to sidestep issues related to placing multiple

directions on a single lens, and it has the benefit that the

user never has to determine whether to linger on one lens

for multiple route decisions. Typically a detail lens contains

a close-up view of the route near the decision point, a

number identifying which POI the lens represents, one line of

abbreviated textual directions and the distance to the next POI

along the route. Placing additional information on the lenses

would be possible, but in our experience, this quickly leads

to information overload. Even so, the information currently

provided is almost always sufficient to follow the route without

the need to refer to the direction list.

888 I - 888 NE

POI number

Distance to next POI

Abbreviated directions

Route close-up with

 direction cues

Decision context (map)

Fig. 3: A route detail lens provides the local context for each decision
that should be made while traversing the route.

4.1 Abbreviated Directions

In our implementation, the Google Maps server provides

textual directions for each POI along the route, but they are

often too long to fit in the limited space on a lens. We attempt

to solve this problem by replacing common phrases with the

compact symbols shown in Fig. 4. We arrived at the list of

common phrases by creating a large number of random routes

and manually extracting common phrases from the textual di-

rections. Additional phrases could very easily be incorporated

into the system. In order to provide familiarity with real-

world traffic symbols, our symbols are based on commonly

observed highway symbols [1] where possible, or designed

to match the meanings of the phrases that they replace. One

advantage of using symbols instead of abbreviating the phrases

is understandability by non-English speakers. By establishing a

common symbolic code, the maps can be used by non-English

speakers without resorting to translation of the text. We present

the results of an informal evaluation of our symbols as a part

of our user study in Section 8.

888 Numbered exits

“Make a U-turn”

“Slight left/right”
“Merge / Take ramp onto”

“Turn left/right”

“Keep left/right at the fork”

“Head N/S/E/...” “Arrive!”

L R

“on” / “continue on” / 

“toward(s)” / “to merge onto” 

Fig. 4: Symbols used in our system and the phrases that they
represent.

4.2 Lens Size

In addition to deciding on the lens content, an important design

choice is the size of the lenses. If a lens is too small it does
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not adequately show the area around the decision point, lens

elements become crowded, and there is often not enough space

to fit the abbreviated directions. On the other hand, very large

lenses take up too much space on a page, and may show

extraneous details that are distracting rather than useful. Thus,

setting a proper lens size involves a number of tradeoffs.

Some of our early layout attempts used multiple lens sizes

on the same page, but this invariably lead to a cluttered

appearance. Another idea was to scale all lenses equally so

that they would fit on one page. This approach failed for routes

with many POIs since the lenses quickly became too small

to be useful. In the end we decided to use a fixed lens size,

splitting the map into multiple pages if needed. The map scale

inside the lenses was also fixed to be at the street level.

We conducted a user study to evaluate the preferred lens

size. Users were presented with examples of maps with three

lens sizes (a) small (20 lenses on a page), (b) medium (14

lenses on a page) and (c) large (10 lenses on a page). Fig. 5,

shows the size of lenses used in our system.

Fig. 5: Example of the lenses used in our system (middle), along with
smaller (left) and larger (right) sizes for comparison. All examples
are shown at about 60% scale.

5 LAYOUT PRINCIPLES AND METRICS

5.1 Placement Principles

The goal of placing a number of detail lenses on a route map

is in some ways more difficult than general map labeling.

For example, standard map labeling techiques [18], [17], [15]

would suggest placing the lenses as close to their POIs as

possible without overlapping the route. This idea seems quite

promising, but has a number of drawbacks. First, the search

space for such a placement is large, making the algorithm to

find an optimal placement slow. Additionally, rather than pro-

ducing useful layouts as one might expect, the lens placements

made by this policy tend to merge visually with the route,

making the map look cluttered (see Fig. 6). Finally, since the

lenses are not arranged in a particular order, the location of

one lens does not naturally lead to the location of its successor.

Based on these observations and a number of other attempted

layout procedures, we developed a set of principles that good

lens layouts should adhere to:

1) Lens placements should be as close as possible to their

respective POIs.

2) Lenses should not occlude the route or each-other.

3) Lenses should not be placed too near the route to avoid

visual clutter.

4) Consecutive lenses should be placed near one another

to provide visual coherence in the layout.

5) The vector (direction) between consecutive lenses should

be similar to the vector between their corresponding

POIs.

These principles are guidelines for developing an “ideal”

layout, but they do not have a precise mathematical definition.

In addition, the goals stated in the above rules will often com-

pete with each other for real-world examples. In section 5.2

we define a set of extensible metrics that capture the essence

of the above rules in strict mathematical terms. Our metrics

help balance the trade-offs between competing rules by the

assignment of user-defined weights.

We address rule 3 by placing the lenses along the border of

the page, thereby minimizing visual clutter, and address rule

2 by rescaling the route to fit within the border region defined

by the lenses. Thus, we only need to derive metrics for rules

1, 4 and 5 to generate a good layout.

Fig. 6: Placing lenses using standard map labeling techniques results
in visual clutter since the lenses tend to merge visually with the route,
even if they do not occlude it.

5.2 Layout Metrics

Using the principles just described, we can now define a set

of metrics to enable objective comparisons between different

lens layout styles. We assume that in a valid layout all lenses

are placed such that they do not intersect the route or each-

other. Let Li denote a lens corresponding to the ith POI. Given

a valid lens layout L = {L1 . . .Ln}, we define three metrics to

measure its quality: lens distance (Cld), which measures the

physical proximity of the lenses to their POIs (principle 1),

spatial coherency (Csc), which measures the distance between

consecutive lenses (principle 4), and visual coherency (Cvc),

which measures the similarity of directions between successive

POIs and the corresponding lenses (principle 5). We define the

overall quality of a layout Q(L) as the weighted sum of the

three metrics:

Q(L) = αCld(L)+βCsc(L)+ γCvc(L), (1)
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where lower values correspond to better layouts. We will now

describe each of the metrics in detail.

Lens Distance

The lens distance metric, Cld measures the physical prox-

imity of the lenses to their POIs (corresponding to layout

principle 1 in section 5.1):

Cld(L) =
n

∑
i=1

‖Li −Pi‖, (2)

where Li is the center of the ith lens, Pi is the location of

the corresponding POI, n is the total number of POIs and

‖·‖ indicates the Euclidean distance between two points. This

metric favors layouts which place lenses close to their POIs.

Fig. 7 shows good and bad layouts according the lens distance

metric.

Poor lens distance Good lens distance

Fig. 7: The lens distance metric measures how close the lenses are
to their POIs.

Spatial Coherency

The spatial coherency metric, Csc, measures the proximity

between successive lens placements (corresponding to layout

principle 4 in section 5.1):

Csc(L) =
n−1

∑
i=1

‖Li+1 −Li‖. (3)

This metric favors placing the lenses next to one another in

sequence, as shown in Fig. 8.

Poor spatial coherency Good spatial coherency

Fig. 8: The spatial coherency metric measures the distance between
the lenses.

Visual Coherency

Visual coherency metric, Cvc, refers to the directional sim-

ilarity between successive POIs and the corresponding lenses

(corresponding to layout principle 5 in section 5.1). In other

words, the vector between Li and Li+1 should match the vector

between Pi and Pi+1. Mathematically, the visual coherency can

be defined as:

Cvc(L) =
wl

π

n−1

∑
i=1

cos−1

(
Pi+1 −Pi

‖Pi+1 −Pi‖
·

Li+1 −Li

‖Li+1 −Li‖

)
, (4)

where wl is the lens width and (·) represents the dot product.

Fig. 9 shows good and bad layouts from a visual coherency

standpoint.

Poor visual coherency Good visual coherency

Fig. 9: The visual coherency metric measures how closely the
direction between lenses matches the direction between their POIs.

Choosing α , β and γ Coefficients

Experimental results show that our algorithm is stable over

a wide range of coefficient values. Fig. 10 demonstrates the

effect of the individual layout metrics by assigning a weight

of one to the metric being demonstrated, and zero to the

others. Note that each of the metrics captures a desirable layout

principle, but none of them is capable of defining a visually

optimal layout in all cases. For the examples in this paper (see

table in Fig. 14), we use α = 0.75,β = 0.15,γ = 0.1 unless

otherwise stated explicitly.

6 PRODUCING AN OPTIMAL LENS LAYOUT

The main objective of our layout engine is to produce optimal

lens layouts based on the principles and metrics described

in section 5. Allowing arbitrary lens placements leads to a

large search space as well as cluttered layouts, but we can

use several of the layout principles to restrict the search space

and at the same time reduce visual clutter. First, based on

the principle that lenses should not be placed too close to the

route, we restrict lens placements to be on the map border.

Furthermore, we place the lenses “in order” either clockwise

or counter-clockwise around the border, based on the principle

that consecutive lenses should be placed near each-other. Thus,

the task becomes to find an optimal “in order” border layout

for the lenses.

Even if layouts are restricted to lie on the map border, the

search space of continuous lens placements is too large for an

efficient direct solution. On the other hand, the search space of

discrete border layouts is tractable, and the optimal discrete

layout is likely to be a good approximation of the optimal

continuous layout. This suggests a two-phase algorithm in

which an initial step computes the optimal discrete layout, and

a refinement step produces a continuous layout. Our algorithm

employs this strategy, computing the optimal discrete layout

by backtracking followed by a relaxation step to further refine

it.

6.1 Optimal Discrete Layout.

Our lens placement strategy starts by solving a discrete version

of the border layout problem. Formally, the discrete border

layout problem can be stated as follows: Given a route R with

n points of interest, P = {P1 . . .Pn}, and m border positions

B = {B1 . . .Bm}, find unique lens placements for each of the
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(a) Lens Distance (α = 1,β = 0,γ = 0)

(b) Spatial Coherency (α = 0,β = 1,γ = 0)

(c) Visual Coherency (α = 0,β = 0,γ = 1)

Fig. 10: A comparison of the layout metrics on a lens layout. (a)
shows the layout of lenses with only the Lens Distance metric having
a non-zero coefficient. The Spatial Coherency metric minimizes the
inter-lens distance, without any regard for the distance from the POI
(b). The Visual Coherency rewards configurations where successive
lenses are placed in the same direction as their respective POIs (see
lenses 1, 2 and 3 in (c)). For the above example: Start: Tempe, AZ,
Destination: Mesa, AZ.

POIs, L∗ = {L1 . . .Ln} ⊂ B, such that the lenses are placed

sequentially either clockwise or counter-clockwise around the

map border, and Q(L) is minimized:

L∗ = {L1 . . .Ln} ⊂ B, argmin Q(L). (5)

An optimal solution to this problem can be found using

backtracking, placing the lenses in turn around the map border.

The full search tree contains

2mCm
n =

2mm!

n!(m−n)!

leaf nodes, including both clockwise and counter-clockwise

orderings. Once again m is the number of border positions

and n is the number of lenses. This results in a worst case

scenario for a “medium” lens size, when 8 lenses are placed,

of about 400,000 possible layouts.

Our backtracking algorithm uses a simple but effective

bounding function to prune the search tree. This reduces

runtime by about an order of magnitude while still finding the

optimal discrete layout. For a node on level k of the search

tree, the bounding function is

Q̂(k) = Qp(k)+αĈld(k +1)+βĈsc(k +1), (6)

where Qp is the partial route cost so far:

Qp(k) = Q(Lk = {L1 . . .Lk}),

Ĉld is the sum of the minimum possible distances between the

remaining POIs and their lenses:

Ĉld(k +1) =
n

∑
i=k+1

m

min
j=1

‖Pi −B j‖,

and Ĉsc is the minimum spatial coherency between the remain-

ing lenses, assuming that they are placed in adjacent slots:

Ĉsc(k +1) = (n− k)‖B1 −B0‖.

Note that we do not include a bounding value for visual

coherency since its minimum value is zero. Our choice of

pruning function ensures that the algorithm always chooses

the branch with the least global cost and avoids local minima.

Our optimization procedure does not optimize over the values

of the coefficients themselves, but chooses an optimal layout

for a specified set of α , β and γ values.

Efficiency Concerns

The backtracking solution just described is fast enough for

our application, but if we want to apply the layout algorithm in

a real-time setting, or place lenses on a larger map with more

border locations, some optimization is in order. One simple

change that often improves the backtracking performance is

to change the search order, starting by placing the first lens

as close as possible to its POI. Lower cost layouts are often

found earlier with this search order, making the pruning more

efficient.

A more aggressive optimization works by placing every

other lens instead of placing consecutive lenses. A linear

search can then be used to find the optimal locations of the

in-between lenses. For example, instead of placing lens 1 and
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L1 L2 L3 L4

-k

k

Fig. 11: Groups of touching lenses can either be moved as a unit, or
split into two pieces during a relaxation step. The algorithm checks
the cost of each of the 2n possible configurations, and moves the
lenses to configuration with the lowest total cost.

then lens 2, the modified algorithm would place lens 1 and

lens 3, and then place lens 2 in the optimal location between

them. This procedure will still find the global minimum, since

the cost associated with a particular node only depends on

its location and the locations of its immediate neighbors. The

modified procedure reduces the number of search tree leaf

nodes to 2mCm−h
n−h where h = b(n−1)/2c, or about 40,000 in

the worst case for the “medium” lens size setup.

We also note that a dynamic programming algorithm exists

to find the optimal lens layout which has space complexity

O(m2n2) and time complexity O(m3n2). We have not imple-

mented it, however, as the backtracking is fast enough for our

needs.

6.2 Refining the Placement by Relaxation

The lens positions generated by our backtracking method are

discrete, so we refine them to a continuous layout using

a relaxation procedure. The relaxation works by iteratively

moving the lenses along the map border to improve the layout

quality. For an isolated lens, an iteration of the relaxation

procedure attempts to move the lens ±k pixels around the map

border, keeping the position with the lowest Q value. Groups

of lenses that touch each-other are slightly more complicated.

In this case, the algorithm attempts to either (1) move the

entire group of touching lenses ±k pixels around the border

or (2) split the group in two and move one of the subgroups

away from the other by k pixels, as shown in Fig. 11. Note

that this does not change the computational complexity of the

relaxation procedure; a group of n lenses must check only 2n

positionings, the same as if the lenses were isolated. In any

case, the relaxation is much faster than finding the optimal

discrete layout, so adding relaxation allows us to achieve high

quality continuous layouts with relatively little added cost.

Fig. 18 show an example of a route visualization with and

without the relaxation enabled.

6.3 Splitting the Lens Order

It is sometimes useful to split the order of the lenses. In other

words, the order of the lenses is cut into two groups, and the

order of the second group is reversed. Allowing a split in this

manner can be beneficial, for example, when a single ordering

wraps the lenses around the route. By splitting the lens order,

the lenses can move in the same direction as the route on both

sides of it, as shown in Fig. 12. Accounting for all possible

single split orders increases the size of the search space to

2mnCm
n (about 3.3 million nodes in the worst case with 16

border positions as above), but the backtracking search can

still find the optimal route within a few seconds (see section 8

for timings). Fig. 19 shows an example of route splitting.

Non-split layout Split layout

Fig. 12: Splitting the lens order allows the lens layout to follow the
route more closely in some instances.

6.4 Multiple Page Layouts

For complicated routes, the number of detail lenses may

exceed the capacity of a single page. In these cases, the layout

engine splits the route into multiple pages and applies the

layout algorithm to each page. We have found this solution

to be more practical than shrinking the lenses to fit on one

page, since very small lenses often do not provide enough

information to be useful. The current implementation can place

up to 14 lenses on the map border while leaving a mandatory

gap of two tiles between the first and last lens.

6.5 Embellishments

In addition to the lenses and POI markers, the layout engine

adds a number of embellishments to help the user navigate

the route visually. These include route highlighting, multi-POI

markers, and the replacement of leader lines with arrows.

Route Highlighting.

We highlight a route on the base map by drawing the route

as a bold line, and by graying out parts of the map that are

far away from the route.

Lens Highlighting.

We highlight the lenses with alternating white and gray

backgrounds to enable a quick lookup while driving. We also

show small blue arrows along the route on a lens to clearly

specify the direction of travel around the specific POIs.

Muli-POI Markers

When multiple POI markers on the route overlap we com-

bine them, using a special marker,
8

, to indicate that multiple

POIs are located in a single spot. This icon is labeled with

the first POI number in the group. This helps to clear up

confusion when multiple markers are placed directly on top

of one another.

Replacing Leader Lines with Arrows

The standard way to connect the POIs with their lenses

would be to use leader lines. However, early tests showed that

a large number of leader lines can obscure route details, so we

add leader lines only to the first and last lens on each page, or

each group of lenses if the layout engine splits the lens order.

The remaining leader lines are replaced by arrows between the
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lenses, as shown in Fig. 13. An arrow is also placed before the

first lens so that the user can instantly see the starting point

of the route. An arrow placed after the last lens on a page

indicates that the visualization contains additional pages.

Leader lines Arrows

Fig. 13: Replacing leader lines by arrows makes the route less
cluttered and easier to follow.

7 IMPLEMENTATION

Our system is built using a two-tier architecture. The front-end

user interface is written in Javascript. It handles the interaction

with Google Map objects. For efficiency purposes, the core

algorithms of our method are implemented as a Java Applet

and Java Servlet. Both modules communicate via the Netscape

LiveConnect classes. The system is currently hosted on a

3.46GHz Intel Pentium D machine running Windows XP x64

Professional with 4GB of RAM.

To create a route visualization, the user types in a source

and destination for the route. The system then retrieves an

overview image of the route, rescaling the map extents if

necessary to make space for the lenses around the map border.

It then highlights the route and retrieves the map directions and

corresponding POIs. Finally, the system retrieves the imagery

for the lenses and positions them using backtracking and relax-

ation. Response times vary from around 3-4 seconds for simple

cases to 11-12 seconds for longer, complicated routes, with

the majority of the time being taken to retrieve the relevant

imagery from Google Maps and to create embellishments.

Fig. 14 provides timings for our algorithm on different route

sizes.

8 EVALUATION AND RESULTS

In this section, we present the results of an informal user

study conducted with 18 participants. The users consisted of

individuals from diverse backgrounds: 8 were students and

10 working professionals with at least a Master’s degree. 13

subjects were male and 5 female. 16 currently owned a car or

had owned one previously, while 12 had more than 6 years

of driving experience in the US. 2 subjects with less than 6

years of driving experience did not have a valid US driver’s

license.

The study was conducted in two phases, the learning

phase and the evaluation phase. In the learning phase, the

participants familiarized themselves with route maps produced

by our system. They were also tested on the interpretation

of abbreviated symbols as used in our lens design. In the

second phase, the participants were presented with twenty

pairs of example maps that compared specific design choices.

The individual design choices were: (a) the lens size, (b) the

placement of leader lines, (c) split or no split in the lens order,

(d) inset placement vs. border layout methods and (e) plain text

vs. abbreviated symbols.

8.1 Learning Phase

In the learning phase, the participants were familiarized with

our application, as well as being trained and tested on the

interpretation of the symbols used in our maps. The train-

ing involved an understanding of a route map produced by

our system (Start: Boston, MA; End: Philadelphia, PA). We

explained the terminology used in our approach. In addition,

users were presented a printable version of the of the same map

as produced by Google Maps website to compare and contrast.

Users were then asked to answer a series of questions about

the map produced by our system. The questions included tasks

such as identifying the start and end locations, identifying

visual cues on the detail lenses, marking a POI and its

corresponding lens, and identifying leader lines.

The symbol testing involved two steps (a) unassisted inter-

pretation, and (b) assisted interpretation. In unassisted inter-

pretation, the participants were not provided any external input

or key to help the interpretation process. The participants were

asked to quickly translate symbol sequences corresponding to

directions that might be found on lenses. For example, the

sequence

“ L Lemon Street”

translates to “Turn left on Lemon Street.” In the assisted

interpretation, the users again translated the symbol sequences,

but were provided with a key (Fig. 4).

We observed that users who had driving (or navigating)

experience > 6 months, and were also familiar with Google

Maps or similar online map service, needed very little assis-

tance in interpreting the symbols correctly. Users who had

no driving or navigating experience would often interpret the

symbols incorrectly in the unassisted interpretation step. Once

the key was made available, all users could readily interpret

the symbols and 60% of users eventually preferred symbols

over plain text by the end of the user study. This suggests that

the process of learning our symbolic abbreviations does not

place excessive demands on the end-user.

8.2 Evaluation Phase

The evaluation phase of the user study consisted of side-by-

side comparison of pairs of maps by the participants. The

participants were asked to indicate which of the two maps they

would prefer to use as a navigation aid, and also specify the

reason for the same. We designed two sets of twenty examples

each. A participant was randomly assigned a set for evaluation.

The examples were designed to test one design choice per

example. We present the results of our user study below. The

color scheme for the result graphics (pie charts) was chosen

with the help of the ColorBrewer tool [10]. We use the “One-

sample Z-test [24]” for the analysis of our test results. The

analysis results are summarized in Fig. 15. For each category

described below, the null hypothesis is stated as the following:

H0 : The specified design choice is not preferred over its

competing choices.
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Start Destination Number Total time Layout time Nodes Processed

Location Location of lenses (secs) (msecs)

Tempe Phoenix 5 4.28 46 4174

Gilbert Mesa 8 7.16 2206 288897

Tempe Dallas 11 6.57 737 86514

Yahoo Inc. Google 11 5.68 262 25954

Melbourne Morwell 13 5.70 143 16556

100, Rue Lord Rue Nicolas 13 5.60 218 24488

Byron, Paris Appert, Paris

Tempe Boston 27 11.43 353 43697

Berlin Warsaw 28 7.31 1131 133230

Madrid Lisbon 29 9.52 100 13355

Fig. 14: Timing results for our layout algorithm: The first two columns specify the start and end locations of the route, respectively. The
number of lenses for a route is shown in the third column. The fourth column shows the total time taken by our system (in seconds)
to generate the layout (including the embellishments), and the fifth column shows the time required for our backtracking algorithm (in
milliseconds) to generate an optimal solution. The last column shows the number of nodes processed by our backtracking algorithm. For all
the above examples, α = 0.75,β = 0.15,γ = 0.1. We use the “medium” lens size for these examples. Note that for the worst case example
(with 8 lenses) our pruning criteria reduce the number of nodes actually traversed in the search tree from 3.3 million to just under 300
thousand.

We use α = 0.05 as the critical value for rejecting H0.

Lens Size: As Fig. 15 demonstrates, H0 was rejected

with a significant probability for the “medium” lens size.

By observing the proportion of actual responses over the

entire test set, we can conclude that the “medium” size lenses

were preferred for the maps (see Fig. 16). The next preferred

size was “large.” Users who preferred the “small” lenses

remarked that they were already familiar with the route and

thus did not need as much detailed information about the

POIs. It was interesting to note that in a few cases, the users

preferred the “medium” lens size even though it was not

presented in the examples. Such cases were categorized as

the user having “no opinion” on the presented example (refer

Fig. 16(b)). As the “medium” lens size was not referred to

explicitly in such cases, they were excluded from the Z-test

analysis. Thus, in terms of both readability and number of

pages, the “medium” size lens was the preferred choice, and

we use this size as the default lens size in our implementation.

Layout Method: H0 was also rejected for the Border

layout method (refer Fig. 15). In more than 85% of the

examples, the users preferred our border layout over the

traditional inset placement methods. The examples where

users preferred the inset placement methods were routes with

few lenses (< 10), and where the lenses did not overlap with

the route or with other detail lenses. In instances where some

lenses could not be placed due to overlap constraints, the

same users chose the border layout as a much cleaner and

clutter-free layout. Fig. 16(e) summarizes these results. By

the Z-test results and the actual proportion of selections, we

can conclude that the border layout method was chosen over

the local layout by a statistically significant amount.

Leader Lines: Fig. 15 shows that H0 was rejected for the

option of first and last leader lines. The users preferred this

option over the other two options. Having a leader line at

regular intervals (in our examples, every third lens) was the

next preferred option. When comparing the above two options

against the option of having a leader line for all lenses, the

users did not prefer the latter. The option of all leader lines

was preferred only in cases where the lines did not intersect

the route itself. The overall user feedback suggests that too

many lines on the map led to a cluttered layout, whereas

having fewer leader lines allowed for faster lookup when

used with the lens highlighting (see Fig. 16).

Abbreviated Directions: The null hypothesis was not

rejected for this category. Thus, we cannot conclusively

state the user preference for plain text over our abbreviated

symbols, based on the sample from the user study. Fig. 17

shows the relative distribution of votes for both the categories.

8 of the 18 users noted that once the user had learned the

symbols, then it was very easy to follow the directions. An

interesting result that emerged from this comparison was that

a majority of male subjects preferred the symbols, while the

female subjects were more inclined towards the plain text.

A common suggestion among all users was to increase the

number of lines of symbols visible on the detail lens. Several

users also asked for the ability to specify user-defined fonts

for the symbols.

Split in Lens Order: H0 was rejected for the option

of “No split” in the lens order. Comparing the respective

“successful” sample counts, the “No split” option was the

preferred choice in over 95% of the cases from the user

study sample. In general, the split in the lens ordering was

confusing for most users, and they preferred to have an

unbroken view of the lens sequence.

All the design choices are available as GUI options in our

implementation. While the user study helped in determining

the default values of the design parameters, we provide the

user full flexibility to switch to the parameter of his choice.
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Design Choice Sample Size Hits Success Rate Z value P(Z) Conclusion

n P P/n (P−µP)/σP

Lens Size

Small 70 17 0.2428 -4.302 8.4E-06 not preferred

Medium 66 48 0.7272 3.692 0.999 preferred

Large 64 31 0.4843 -0.25 0.401 not preferred

Lens Placement

Local 81 11 0.1358 -6.555 2.77E-11 not preferred

Border 81 70 0.8641 6.555 0.999 preferred

Leader Lines

First and last lenses 34 23 0.6764 2.057 0.980 preferred

Every 3rd lens 54 29 0.5370 0.544 0.706 not preferred

All lenses 72 25 0.3472 -2.592 0.004 not preferred

Directions

Plain text 54 20 0.3703 -1.905 0.028 not preferred

Symbols 54 33 0.6111 1.6329 0.948 not preferred

Lens Order

Split 44 2 0.0454 -6.030 8.18E-10 not preferred

Not split 44 42 0.9545 6.030 0.999 preferred

Fig. 15: Statistical significance of our user study results. The first column enumerates the design choices under consideration. The second
column shows the sample size n, i.e. the total number of tests in which this design choice was evaluated for all the subjects. The third column
shows the observed hits for the category, and the fourth column expresses the success rate as the ratio of “success” hits for that category,
P, to the total sample size n. The fifth and sixth columns show the estimated Z value, and the probability of rejecting the null hypothesis,
H0. The last column states whether the particular design choice was preferred or not, based on the user study. The rejection cut-off value
for each Z-test is 0.05 (ZCV = 1.645). The null hypothesis is rejected if the observed Z value is greater than 1.645.

The direct head-to-head comparisons for individual design

choices are given in Fig. 17. The user evaluation in our current

study was an informal evaluation process. As part of our future

work, we wish to evaluate the impact of graphical symbols and

text in much more detail, using the guidelines and framework

as suggested in [20].

Design Choice User User %(A) %(B)

(A vs B) choice A choice B

Lens Size

Small Vs Medium 5 30 16.6 83.3

Medium Vs Large 18 12 60 40

Small Vs Large 12 19 35.29 55.88

Inset Layout Vs 11 70 13.41 85.36

Border Layout

Leader Lines

First Vs Every 3rd 4 4 50 50

First Vs All 19 6 73.1 23.07

Every 3rd Vs All 25 19 54.34 41.3

Split Vs No split 2 42 4.54 95.45

Text Vs Symbols 20 33 37.03 61.11

Fig. 17: Head-to-head comparisons of various design choices in our
user study.

8.3 User Feedback

We asked the users to choose one (or more, if applicable)

usability scenarios where they would use the maps produced

by our system. 9 of the 18 participants said that they would

use our maps exclusively, without any additional tools, while

11 said that they would use our maps in conjunction with

existing route map services. The users were also asked to rate

the system on a scale of 0 (“I don’t see anything”) to 5 (“The

maps are crystal clear”). 7 users gave the system a rating of

5, while 11 gave it a rating of 4 (“The maps are useful but

need improvements”).

As the final step in the evaluation process, the users were

asked to provide comments and/or suggestions to improve

the usability of the system. We received several interesting

suggestions with respect to usability and aesthetic value of

our maps. Several users have asked for a display of temporal

characteristics of the route as well. This included total time

to traverse the route, as well as time to go from one lens

to the next and the duration of partial routes in case of

multiple pages. Some users wanted our system to be more

interactive and include dynamic zoom-on-demand for the

detail lenses. This leads to exciting possibilities of future work

for interactive media like handheld devices or GPS systems.

8.4 Discussion of Alternate Layout Methods

The local placement method treats lens layout as a standard

map labeling problem. This method closely follows the point

labeling methods described in [18], [17], [15]. Our implemen-

tation follows a discrete search space approach, similar to [17],

to find the best possible locations for the lenses that do not

intersect the route. As can be seen in Fig. 6, for real-world

scenarios the local layout method will often drop lenses and

be quite cluttered.

Furthermore, due to the selective nature of the algorithm,

there is no guarantee of visual or spatial coherency among

the lenses that are displayed on the map. This makes local
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Small

Medium

(a) Small Vs Medium

Small

Large

No opinion

(b) Small Vs Large

Medium

Large

(c) Medium Vs Large

Small

Medium

Large

No opinion

(d) Combined result for lens size

Inset Placement

Border Placement

(e) Local Vs Border

Text

Symbols

No opinion

(f) Plain Text Vs Symbols

Split

No split

(g) Split Vs No split

First and last lenses

Every third lens

(h) First and last lenses Vs Every third

lens

First and last lenses

All lenses

No opinion

(i) First and last lenses Vs All lenses

Every third lens

All lenses

No opinion

(j) Every third lens Vs All lenses

First and last lenses

Every third lens

All lenses

No opinion

(k) Combined result for leader lines

Fig. 16: User study results for the various design choices. See Fig. 17 for tabulated results.

placement a poor choice when the route has more than a small

number of lenses, as borne out by the user study.

Though our method does not directly replace the LineDrive

method proposed by Agrawala [3], it alleviates some of

the shortcomings of their approach. Our approach combines

visibility of individual turns in a complicated route, and also

ensures that all the POIs and their corresponding turns are

visible. We do not distort the route in any fashion and also

provide the contextual information surrounding the route. Our

method does not assume any familiarity with the environment,

and the use of symbolic abbreviations is aimed to aid non-

English speaking tourists. We “mask” extraneous information

away from the route with our border layout. Only the region

surrounding the route is highlighted to help users focus their

attention on nearby landmarks.

The AAA (www.aaa.com) provides a TripTik map and

directions service that enables the user to print customized

directions. These directions are highly detailed and also reflect

current information regarding road status, such as construction

delays and detours, or road closure due to inclement weather.

However, these maps are generally quite bulky to print out and

carry along. A TripTik map from Seattle to San Diego with

14 POIs results in a 27 page document; compared to a 1 page

map with 9 POIs using our method (from Google Maps).

9 CONCLUSION AND FUTURE WORK

This paper presented a new method for visualizing route maps

with multiple focus points. We formulated basic layout rules

for such multiple foci maps to avoid clutter while supporting

the visual indexing system of the user. This led to a design

that augments a traditional route map with detail lenses that

are optimally placed around the map border. We provide a

user evaluation of the usability of our maps. The user study

validates our design choices for the layout. The overall user

feedback suggests that while the users are enthusiastic about

our layout method, they would prefer to use it alongside

existing route maps that they are familiar with. Thus, we can

conclude that our lens design needs further refining before it

can totally replace the existing methods.

For example, the content of our lenses is currently limited to

the imagery provided by Google Maps. The lens views could

be improved by making sure that relevant street labels and

other landmarks are always visible.

Currently, we truncate the directions if they exceed one line

on the lens, with the direction list acting as a backup. It would

be interesting to explore further shortening the directions or

allowing more than one line of text on the lens in such cases.

We would also like to do a more rigorous study for the

design of graphical and textual elements in the lenses. For

example, what fonts and icon sizes are ideal for displaying

information?

A design parameter that our current study does not address

is finding the threshold beyond which the user experiences

an “information overload,” i.e. the user is unable to discern

any meaningful information from the lens. A usability study

that would determine this value is an important area for future

research.

Though the authors have used the maps from our system

on their journeys, potential future work involves testing the
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(a) Discrete optimal solution (b) After continuous relaxation

Fig. 18: Comparing the lens layout with the discrete solution, and after applying the relaxation step.

(a) Lens layout without split (b) Lens layout with split

Fig. 19: Comparing the lens layout without break in the sequence, and with break.

usability of the maps in a real-world situation with teams of

users. Such a study would require extensive resources that are

currently out-of-scope for this project, however.

An interesting extension to the current method would in-

volve context and user-driven POI extraction, or suppression.

A user may wish to omit many of the lenses for familiar parts

of the route, or add lenses for intermediate destinations such

as stores, rest areas, restaurants, gas stations, and landmarks.

We are currently looking into ways to customize the route

maps further based on user preferences and intermediate points

along the route.
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